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Absu'act-The possibilistic mean is revierved in this paper
for prediction of academic data. The mean values of the
probabilistic study oi the possitrilistic mean is classilied by
fuzzl' numbers is the main result of this paper. This result
is applied on the prediction of the academic performance
over the academic data. Basically, this paper presents an
anal-vsis oi academic data by fuzzy numbers. The variance
of fuzzy- numbers classes the big data into dynamic and
compact data. This system performs et'ficiently over the
varirltis charactOristic of fuzzy numbers. The illustration is
also presented in this paper.

Kerrvords-Probabilistic ll,Iean; Possibilistic fuIeun; Fui,ty:
Duta .\lining.

I. INTRODUCTION

Dtibois et. al. [3. 4] proposed the tuzzy numbers and
its cornputational aspects in the year 1980. In 1987,
the-v- pr:esented the mean vaiue of the fuzzy number.
In thls result, they computed the mean value as a

closerl interval over the functions of upper and lorver
distr-ibr.rtions. This is calculation technique for the
expectations. Hence the fuzzy number's mean value
tormLrlation is found under the upper the lorver
possibilistic mean values. Basically this work is the
comparative analysis of possibilistic and probabilistic
nreln uulues. The rcsult of Coetschul et.al. [6] ',ras

the key tactor of this result. The concept o['
elementary fuzzy calculus describedalso by him in
the 1,'ear 1986. Zadeh [5] originated tuzzy sets in
196i. Since 1965. there are several generalization
existed in the deveiopment of fuzzy set and its ruies.
Fuzzy calculus became the central among all the
iirnctiir nal properties.

Later Fuzzy Sets became very popular by its
applicability. Although, Zadeh introduced this nerv
set only by its characteristic and membership
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behavior lvitl.r the lin_euistic decisions but the theory
of relativity based modern world also interacts r.vith
this. There are numerous system has been developing
since t965. Vhst of the modern applications are
based on this sets and logic. Student's academic
perlbrmance is one of the applications among thern.
Sansgiry et.al. [0] delivered a theol'y on tactors thirt
afi'ect the pharmacy students academic perlbrmances
i^ rh^ .,^.'- lnn A t^ ln ln ,,-^+h-,. ^^^11..^r1..-in IiiC ycii- ri,UQ. in Ji, iii. llilotiiei' i.tppitC0li{)n aiiiic
in the existence on K-means clustering. It is applied
for the prediction of student's academic pertbmance.
This work is presented by Oyelade et.al. [9]. Two
years before, Zukhri et.al. [6]proposed an idea ol
solving the new student allocation problem by the
partition based approach via genetic algorithm.In
2011, Mankad et.al. [89] defined some evolving rules
by genetic- luzzy c<>rrel'ation concept over the case
studies of students educational performances.
Sreenivas et.al. [11] demonstrated an irnproving
academic performances of students of defense
university based or, data wai'elrousing and data
mining also in 20 12. Afoayan et.al.[] developed
another method for designing and implernenting the
information systems of the tertiary institutions by the
neural netrvork techniques in the year 2010. Bisrvas
et.al. [2] presented an application for the evaluation
of students by iuzzy sets in the year 1995. In 1993,
Gau et.al. [5ldefined vagr-re sets for the similar type
of the predictions of pertbrmances of students. Wang
et.a1. [2] gave the new methods based on fuzzy
numbers associated with the degree of confidence in
2006.

The classical application ol lruz'zy sets is
intluenced with the work of Hartigan et.al.[7[, which
rvas K-means clustering. It r,vas given in the year
1979. In 1989, White et.al. [3] used artificial neural
netlvork technique fiir cieveloping the ruie on the
perspective ol statistics. As the noteworthy
contribution in modeln appiications. a new soft
computing proposed by Yadav et. al.[t4l in the year
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Neural Network and Genetic Algorithm based Hybrid
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Abstract-A hybrid data mining algorithm is presented
in this paper. This hybridization is considered the neural
network and genetic algorithm. Academic information
contains the finite hidden inlbrmation. This hidden
information can be useful for the further planning in
academics. There is definitety a iink with the real
information and predicted inlbrmation. The functional
dependence and independence are reviewed in this paper.
Basically, this paper presents a study of student's
academic performance based on Neural Nefwork and its
optimizafion by Genetic Algorithm. Neural network is

formulated by probabilistic approach and genetic
algorithrn is generalised by discrete distribution of
yariables. Ilence a system is developed to predict academic
information, which can be applied in various applications
of academic development.

Keywords-IlyDrid Data Mining; Neurul Network;
Gcnetic Algorithnt.

I. INTRODUCTION

ln 1989, Goldberg [3], presented a real application of Genetic
Algorithm (GA) especially for the search, optimization and

machine. Again he illustrated this as the fbnn of
Bibliogrqaphy in the year 1992. In 1999. a book is published
on data warehousing by Alex et. al. [11. Guofeng [4] proposed
an acquirement of knowledge on data mining in the year 2003.
In the same year, Zhimao [1] presented a survey on Data
Cleaning and designed a system. Next year. Zezhu [9] gave a

data mining aigorithm. 'i'his is baseci on rough set theory and
BP Neural Netrvort. Heckerlinget. ai. [5] used the GA for
frlqulnl l\Jstwo::ks (NrN) for prediction the commr.rnitv Acqtrrred
Pneumonia in 2004. In the year'2005. Zhou [12.] developed a

new technique for the short term tratfic florv forecasting. It is
based on NN and GA approach.ln 2005, Wang [7]. established
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a predictive rnodel based on improved BP NN. Its application
also given by him in various data mining analysis.
The detail survey of the applications of Artiticial Neural
Netr,vork (ANN) is compiled by Zbang [10] in the year 1993.
He also designed some model based on ANN. The revierv of
nlin,'inles :rnrl rnnlir';rtions olt C A is nresenterl hv I r I6l in thet'- _'_-- J _' , r ., -__-

year 2002.
In 2003. David [2] presented the principles of Data Mining. It
covers almost all aspect of data mining. Xu [8] put the survey
of NN control in the year 2003.
Data Mining is the study of data and its hidden infbrmation.
This is the art and science of getting all possible infotmation
from the data.Basically it is an extlaction of information and
knowledge that are hidden partially or fully in the data. The
data analysis is required {br the various aspects.

Correspondingly. there are various methods are exists. The
association rules, classitication knowledge. clustering analysis
etn Rv thesp mcthnric tl:e beSl lit deCiSiOn iS fOln-re| A.-:tin.
the question remains the same, ufiich is it's the justified
decision? It means the data analysis is the continue process or
probable process to reach up to the ievel of si-snificance. There
may be the finite characteristics in the Data but the output is
equivalent. it is one of the major challenges in data mining.
What should be the unique information of the data are also the
rnain tiontiers in data mining. The basic steps in data mining
are the follor,vings:

a. Editing
b. Modeling

Eclitin-s interacts with the filtering, synthesizing and amanging
^. -^- rL^.1^f:--.1 '.',1^ 

.'-,-li^-,.ki^,.t;.,^ -l.h-- /laf;hih,r rho --',,dr Plr rrr! vuJr!(r I

rule and algorithm are concern with the Modeling. Neural
Netrvork is one of the noteworthy methods tbr the mocleling.
The higher durability is the major quality of the Neural
\T^+..,^-l- +L,.- |L^ ^+L^- ^-i.+^.t -^+L...,1- 

rI"L^ l^",riUriv\iii\ Lrldrr LlrL uLrNr v^rJilu irlLLrrvuo. urrwl ra(u

and high accuracy are other advantages o1'Neural Network.
Basically, NN is a function, which maps the

dimension {'rom n to l. It is an algorithm, rvhere the procedure

\,/
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Chapter 7

Social Impact of Biometric Technology:
O.

Chock ror

.i91*" ,
Myth and Implications of Biometrics:
Issues and Challenges

I

Kavita Thakur and Prafulla VYas

7.1 Introduction

However biometric system has versatile uses amon-s varioits tietds tbr identitication

and veri{ication but it faces sotne challenges and issues. This chapter deals

with the myth and implication of biometrics as lvell as various challenges and

issues which hinder the implemei-rtatioii, usability, and adoptabiiity oi biometric

system. Biometrics is the better authentication mode to identify persons. Basically,

biometrics indicates what you are rather than what yoLt have, i.e.. possession' such as

keys, passport, smartcard, etc., or what exactly you remember in mind such as secret

codes, PIN codes, etc [3]. Every person has their own unique biometrics which can't

be shared, stolen. or even fbrgotten. Clearly any solid individual recognizable proof

ought to incorporare biomerics in ligtlt of the fact that indivicluals don't lose their

physiological ancl organlc attributes. The biometric svstem explores various physical

or bioiogical traits like linger veins. face, retina, signlture. voice, etc. to identify

the indiviiluals. Icientification system is widely used by most sotlware development

organization to trace out their employee time and altenclance verification. Biometric

system tries to avoid proxy identiflcation which is very crttical in time-bound

organization. lt saves a lot of remuneratton paid to employees. According to the

US Department of Commerce. the business of countrv bears the cost of $50

billion annually because of employee time theft and insincerity. Basically, biometric

system eliminates time theft and ghost employees, increases productivity, reduces

adrninistrative costs, as well as reduces payroll erors. As cornpared to biometric

K. Thakur (X)
School of Studies iu Electronics and Photonics, Pt Ravishankar ShLrkla University,

Raipur, CC, India

P Vyas
Disha Cotiege. Raipul:. CG. India

O Springer Nature Switzerland AG 20Lq

G.R. Sinha (ed.), Advances in Biomeh'ics,

htt ps ://dor. org/ I 0. t 0071)7 lt- -r -0,1()- l0-+-16- l'

kaviihaku16T@ gmail. ccrn

t29

V
PrinclPal

Digra Cdlege, Ram Nagar

Kc:tl M' l 
*1, '1''!''rt rr /f C )


